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Although decisions based on uncertain events are critical in everyday life,
people perform remarkably badly when reasoning with probabilistic informa-
tion. A well-documented example is performance on Bayesian reasoning
problems, where people fail to take into account the base-rate. However,
framing these problems as frequencies improves performance spectacularly.
Popular evolutionary theories have explained this facilitation by positing a
specialised module that automatically operates on natural frequencies. Here we
test the key prediction from these accounts, namely that the performance of the
module functions independently from general-purpose reasoning mechanisms.
In three experiments we examined the relationship between cognitive capacity
and performance on Bayesian reasoning tasks in various question formats, and
experimentally manipulated cognitive resources in a dual task paradigm.
Results consistently indicated that performance on classical Bayesian reasoning
tasks depends on participants’ available general cognitive capacity. Findings
challenge the postulation of an automatically operating frequency module.

Keywords: Cognitive capacity; Reasoning; Bayesian facilitation.

Most of the decisions we make in life are based on uncertain information. In
contexts ranging from picking a holiday destination that will maximise the
odds of good weather to deciding on a cancer treatment that will maximise
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the chance of survival, people need to consider the consequences of different
options based on imperfect predictors. Given the ubiquity of such decisions,
one might assume that people are good at weighting the information at hand
appropriately.

Until the second half of the twentieth century the idea that human
reasoners were good statistical thinkers was indeed taken for granted in the
scientific community. The conception of the human mind was heavily
influenced by the views of the Enlightenment, in which rationality played a
key role. Mathematics, including the calculus of probability, was assumed to
be the extension of human reasoning (Laplace, 1902).

In the 1970s Tsversky and Kahneman (1974) proposed that people use a
limited number of heuristic rules when reasoning under uncertainty.
Generally these heuristics are useful in simplifying information and
providing a ball-park answer, but they are susceptible to systematic biases,
called ‘‘cognitive illusions’’ (Kahneman & Tversky, 1996). One of these
cognitive illusions is base-rate neglect, which refers to a tendency to ignore
or grossly underweight the base-rate of a target event when calculating its
probability (Tversky & Kahneman, 1982).

Since it was first described by Meehl and Rosen (1955), base-rate neglect
has proved a very robust phenomenon that has been replicated in a wide
array of populations (Bar-Hillel, 1980; Casscells, Schoenberger, & Gray-
boys, 1978; Lyon & Slovic, 1976) and under various different conditions
(Borgida & Brekke, 1981; Kassin, 1979). Classically, base-rate neglect is
investigated with reasoning problems in which a posterior probability has to
be calculated according to Bayes’ theorem. Eddy (1982) investigated base-
rate neglect in the clinical diagnosis of breast cancer and first formulated the
‘‘mammography problem’’. A version of this problem (Gigerenzer &
Hoffrage, 1995) goes as follows:

The probability of breast cancer in the population is 1% for a woman aged
40 who participates in a routine screening. If the woman has breast cancer, the
probability is 80% that she will have a positive mammography. If a woman
does not have breast cancer, the probability is 9.5% that she will also have a
positive mammography. A woman in this age group had a positive
mammography in a routine screening.

What is the probability that she actually has breast cancer ? % ð1Þ

The provided information can be written according to Bayes’ theorem:

P HjDð Þ ¼ P DjHð Þ � P Hð Þ
P Dð Þ ð2Þ
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where H is the hypothesis that the woman in question has breast cancer,
and D is the evidence for this; the positive mammography. To solve this
reasoning problem one has to calculate the posterior probability, P(H|D),
by combining the probability that H is true with the probability that the test
would be positive, given that H is true, P(D|H), divided by the probability of
a positive test, P(D).

The correct answer is just under 8% (7.77% to be precise). Typically,
when people are presented with these problems, a majority ignores the base-
rate P(H), and reports the hit rate P(D|H), here 80%. This leads to a
systematic overestimation of the sought probability.

The finding that the vast majority of the population does not manage to
solve this task is more than a mere statistical curiosity. People’s apparent
inability to infer the correct conclusions from provided statistical information
poses a clear problem for informed decision making in a large number of
important real-life situations. Base-rate neglect can mean the difference between
life and death in medical contexts, such as when a patient decides to undergo a
risky treatment (Fenton & Neil, 2010; Lloyd, 2001), or legal contexts, such as
when a jury considers the weight of a lie-detector test. Following these findings,
consensus emerged that the human mind does not reason according to the rules
of probability (Bar-Hillel, 1980; Kahneman & Tversky, 1973).

An influential explanation for base-rate neglect was proposed by
Gigerenzer (1994) and Cosmides and Tooby (1996). These authors argue
that the human mind has not evolved to process single-event probabilities,
which are used in these problems, because these are not part of a ‘‘natural
environment’’ (Gigerenzer, 1994; Cosmides & Tooby, 1996); i.e., an
environment without explicit knowledge about the calculus of probability.
Systematic biases such as base-rate neglect are then actually artefacts,
caused by experimental material that lacks ecological validity. By contrast,
presenting the information as frequencies would be a much better match to a
natural environment. A core feature of this Ecological Rationality Frame-
work is the idea that reasoning is governed by highly specialised modules,
rather than by a flexible general-purpose reasoning apparatus.

The key features of this view borrow from Marr (1982) and Fodor (1983).
Fodor (1983) proposes that the mind is composed of different modules for
different functions that have evolved largely independently. While Fodor
himself did not put forward automaticity or innateness as necessary
properties of a module (Coltheart, 1999), other authors have attributed
these features to cognitive modules (Cosmides & Tooby, 1996,AQ2 1998, 2008).
This modularity viewpoint opposes classical theories of reasoning that
assume reasoning is governed by one flexible single-purpose reasoning
system (Cosmides & Tooby, 1994a; Cosmides, Barrett, & Tooby, 2010).

Marr (1982) posits that one can find out the properties of a given
mechanism by examining the ecological context in which it has evolved. The
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fact that the human mind has evolved to function in the manner it currently
does, by definition implies a good fit with the environment in which it has
evolved. One should then ask oneself what properties a reasoning mechanism
should have to have ‘‘survived’’ all this time. This adaptationist approach has
been criticised on the grounds that the inherently speculative hypotheses are
not falsifiable and that alternative explanations which are not based on
natural selection are dismissed (Gould & Lewontin, 1979), but has
nevertheless proved very popular. Cosmides and Tooby (1994a, 1994b)
propose an evolutionary approach to a wide array of questions in cognitive
psychology and have applied these ideas to the subject of base-rate neglect
(Brase, Cosmides, & Tooby, 1998; Cosmides & Tooby, 1996). In the
Pleistocene, the authors argue, all statistical information would have been
acquired through experience. Predictions such as ‘‘The probability of a
successful hunt is 0.20’’ would have made no sense. On the other hand there
would have been information in the form of frequencies. Tracking naturally
occurring sample frequencies, or natural sampling, enables relatively good
decision making (Kleiter, 1994). One would have access to memories of hunts
both failed and successful, and this information—available as natural
frequencies—would have enabled a group to make an informed decision
about whether or not to go hunting. Therefore the mind would not have
evolved to reason and make decisions based on single-event probabilities, as
this kind of information was simply not available. By contrast, natural
frequency information has been ubiquitous throughout the course of
evolution. Cosmides and Tooby (1996) conclude that a probabilistic
reasoning module will compute the correct answer when presented with
natural frequencies, but not when presented with single-event probabilities.
For instance, a natural frequency variant of the mammography problem
goes as follows (Gigerenzer & Hoffrage, 1995):

10 out of every 1000 women at age 40 who participate in routine screening
have breast cancer [base-rate]. 8 out of every 10 women with breast cancer will
get a positive mammography [hit-rate]. 95 out of every 990 women without
breast cancer will also get a positive mammography [false-alarm rate]. Here is
a new representative sample of women at age 40 who got a positive
mammography in routine screening.

How many of these women do you expect to actually

have breast cancer? outof :00
ð3Þ

In line with the predictions of the Ecological Rationality Framework, a
large body of evidence demonstrates that a question format presenting
frequencies instead of probabilities reduces systematic biases such as base-
rate neglect. Tversky and Kahneman (1983) and Fiedler (1988) first reported
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a dramatic decrease in the occurrence of the conjunction fallacy—a
violation of the rules of probability similar to base-rate neglect—when the
information in the problem was presented as frequencies instead of
probabilities. Other studies (Cosmides & Tooby, 1996; Gigerenzer, 1994;
Gigerenzer & Hoffrage, 1995) have demonstrated that the presentation in
natural frequencies also greatly reduces base-rate neglect in Bayesian word
problems. This robust facilitation of Bayesian inference under natural
frequency conditions has been named Bayesian facilitation (Sloman & Over,
2003). Not all authors support the specific modularity viewpoint and the
strong emphasis on evolutionary theory adopted by Cosmides and Tooby
(1996). However, despite differences in approach and background, the
Ecological Rationality Framework supporters have in common that they
posit that the human mind is capable of reasoning in accordance to Bayes’
theorem, but that the algorithm that automatically weights probabilistic
information needs the correct input—natural frequencies—in order to
do so.

A more recent alternative explanation for the Bayesian facilitation is
Nested Sets Theory. The idea that some frequency problems are easier
because their nested set structure is transparent was first proposed by
Tversky and Kahneman (1982) and has recently regained popularity (e.g.,
Barbey & Sloman, 2007; Sloman, Over, Slovak, & Stibel, 2003). The central
argument behind this theory is that the difference between probabilities and
frequencies is not what makes the standard probability format more difficult
than the natural frequency format. There is another difference between these
two formats that is crucial for Bayesian facilitation. Essential to solving the
reasoning problem is the fact that some sets of events are nested. For
example, in the classic mammography problem the number of hits is nested
within the number of women with cancer and the number of false alarms is
nested within the number of healthy women (see Figure 1). When this is
clear, the correct answer is relatively easily calculated by dividing the hit rate
by the sum of the hit rate and the false-alarm rate. Nested Sets Theory posits
that any manipulation of the problem that draws attention to this nesting of
events will therefore facilitate reasoning and reduce base-rate neglect.

In the standard probability format—see (1) above—the hit rate and the
false-alarm rate are given relative to the number of ill and healthy women
(i.e., 80% of the 1% women with cancer; 9.6% of the 99% healthy women).
The argument is that presenting the subset relative to the set makes it more
difficult to see how many events are in a subset and how the sets of events
relate. By contrast, in the natural frequency format—see (3) above—the
absolute number of hits and false alarms is given (8 out of the observed 1000;
95 out of the observed 1000). The hit-rate and false-alarm rate are not
normalised with respect to the cancer or health rate. As a result, the
relationship between the different sets of events is much clearer (Evans,
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Handley, Perham, Over, & Thompson, 2000; Sloman & Over, 2003). Nested
Sets Theory argues that if the reasoning problem is construed in a manner
that clarifies the set structure this will result in Bayesian facilitation, whether
the problem is expressed as single-event probabilities or as frequencies. In
support of Nested Sets Theory, manipulations that draw attention to the set
structure, by providing diagrams (Sloman et al., 2003; Yamagishi, 2003) or
by presenting non-normalised single-event probabilities (Fiedler, Brink-
mann, Betsch, & Wild, 2000; Neace, Michaud, Bolling, Deer, & Zevevic,
2008), have been shown to lead to a decrease in systematic biases such as
base-rate neglect.**

Barbey and Sloman (2007) incorporate Nested Sets Theory within the
influential dual process framework. Dual processing accounts of reasoning
and decision making posit that human reasoning is mediated by two distinct
systems, often referred to as the heuristic system and the analytic system
(Evans, 2006). There is a myriad of dual-process theories that differ slightly
in the properties they attribute to both systems, but a relative consensus
exists on a number of key characteristics (Evans, 2003, 2008). Analytic
processes are conscious, slow, and effortful. The analytic system has a
limited capacity and its performance is related to individual differences in
fluid intelligence and working memory capacity (Colom, Rebollo, Palacios,
Juan-Espinosa, & Kyllonen, 2004; Stanovich, 1999). On the other hand, the
heuristic system is composed of several processes that work fast and
automatically, require no effort, and have an infinitely high capacity. This
system exhibits the characteristics of the heuristic mind (Tversky &
Kahneman, 1974) that provides a fast approximate answer, but is vulnerable
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Figure 1. Nested set structure of the mammography problem.

6 LESAGE, NAVARRETTE, DE NEYS



to systematic biases. A popular conceptualisation of how these two systems
interact is that the heuristic system generates a default answer that ‘‘pops’’
into consciousness, and can be overridden by the analytic system, provided
enough executive resources are available (Evans, 2003). Barbey and Sloman
(2007) incorporate Nested Sets Theory in this dual process framework to
explain Bayesian facilitation. They argue that natural frequency conditions
prompt a representation in terms of nested sets that triggers the analytical
system. Executive resources are then recruited to calculate the correct
answer. A standard probability format obscures the set representation of the
problem and therefore does not trigger the analytical system. With the
analytical system unable to apply the appropriate rules, the mind is left with
the default answer provided by the heuristic system.

To date, the debate between these two explanations of the Bayesian
facilitation phenomenon has not been resolved (Barbey & Sloman, 2007; De
Neys, 2007; Over, 2007). Here we contrast the predictions of the Ecological
Rationality Framework and those of Nested Sets Theory. While Nested Sets
Theory offers clear-cut testable hypotheses, the predictions of the Ecological
Rationality Framework are more elusive because its proponents differ in the
degree to which they view the mind as being composed of independently
evolved modules. For example, some authors place less emphasis on
evolutionary theory, or do not make strong predictions about the
automaticity of the proposed frequency modules (Barrett, Frederick,
Haselton, & Kurzban, 2006; Barrett & Kurzban, 2006; Gigerenzer &
Hoffrage, 1995). In the present article we derive predictions from a strict
interpretation of Ecological Rationality, as proposed by Cosmides and
Tooby (2008, p. 66):

When activated by content from the appropriate domain, these inference
engines impose special and privileged representations during the process of
situation interpretation, define specialised goals for reasoning tailored to their
domain, and make available specialised inferential procedures that allow
certain computations to proceed automatically or ‘intuitively’ and with
enhanced efficiency over what a more general reasoning process could achieve
given the same input.

It is this interpretation of Ecological Rationality, including the concept of
a specialised, automatically operating, independently evolved module, to
which we refer in this article. A core differential prediction of the two
explanations concerns the role of available general executive cognitive
resources. The Ecological Rationality Framework posits that people
perform better under natural frequency conditions because a specialised
module automatically processes natural frequencies. As this module by
definition functions independently of general-purpose cognitive resources,
no relation between cognitive capacity and performance on Bayesian
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reasoning tasks is predicted; even people with relatively low cognitive
resources will be able to reach the correct conclusion when presented with
natural frequencies. Nested Sets Theory (Barbey & Sloman, 2007),
borrowing from dual process theories of reasoning, posits that formats
that make the set structure of the problem explicit will trigger the analytical
system. This system will then use executive cognitive resources to compute
the correct answer. Thus people perform better on the natural frequency
format because they are able to use their analytic capacity. It follows that
under conditions that prompt a clear representation of the nested sets,
reasoning performance will be related to individual differences in general
cognitive capacity: the more resources that are available, the more likely
that the correct response will be computed. By contrast, problem formats
that obscure the set structure (e.g., formats that normalise the probabilities),
will not activate the analytical system. Instead the heuristic system will
produce an answer that results from automatic associative processes and is
subject to base-rate neglect. Nested Sets Theory thus predicts a positive
relation between reasoning performance and general cognitive capacity in
conditions that clarify the set structure of the problem (De Neys, 2007). In
sum, under facilitating conditions, the Ecological Rationality Framework
does not predict a relationship between performance and cognitive capacity,
while Nested Sets Theory predicts a positive relationship.

In this study we tested the role of general-purpose cognitive resources in
Bayesian facilitation. In three experiments we investigated how cognitive
capacity is related to performance on Bayesian reasoning tasks. In the first
experiment we tested for the relation between cognitive capacity and Bayesian
reasoning performance. Participants were presented with a measure of
cognitive capacity and solved classical Bayesian reasoning tasks in one of
eight question formats. The question formats were systematically varied
according to three features that have been shown to result in Bayesian
facilitation in previous studies. Information was either presented in
probabilities or frequencies (Cosmides & Tooby, 1996; Gigerenzer, 1994),
hit-rate and false-alarm rates were given relative to the superordinate set or in
absolute numbers (Barbey & Sloman, 2007; Fiedler et al., 2000; Neace et al.,
2008; Yamagishi, 2003), and the total sample size was mentioned or not
(Kassin, 1979; Kleiter, 1994). The Ecological Rationality Framework predicts
no correlation between performance and executive capacity; by definition
there should be no relation between individual differences on a measure of
general-purpose cognitive capacity and individual differences in the efficiency
of an automatically operating, specialised frequency module. By contrast,
Nested Sets Theory predicts that in conditions that facilitate reasoning, the
cognitive capacity–performance relationship will be stronger than under
conditions that do not facilitate performance, because the limited-resource
analytic system would be triggered in the former, but not in the latter.
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The second experiment looked at the influence of cognitive capacity from
a developmental angle. General cognitive capacity is known to increase
throughout adolescence (Gathercole, 1999; Gathercole, Pickering, Ambridge,
& Wearing, 2004). Secondary school students from 12 to 19 years old were
divided into three age groups (i.e., early, middle, and late adolescents). These
three age categories were used as an indirect index of cognitive capacity. Two
features of the question format—whether the information was presented as
frequencies and whether the presented information was normalised—were
manipulated as in the first experiment. Nested Sets Theory predicts a positive
correlation between performance and age: as cognitive capacity increases, it
becomes more likely the analytical system will manage to compute the correct
answer. Specifically, the correlation with age should be more pronounced
under conditions that facilitate Bayesian reasoning, as the analytical system is
triggered under these circumstances. Modular Ecological Rationality
accounts on the other hand would predict that Bayesian facilitation will be
relatively stable across secondary school students, as an automatically
operating frequency module would not be hindered by the more limited
cognitive capacity resources in younger age groups.1

The first two experiments looked at the correlation between Bayesian
reasoning performance and general cognitive capacity. However, this is not
sufficient to infer a causal role for general-purpose cognitive resources in
performance on Bayesian reasoning tasks. Therefore in Experiment 3
executive resources were directly burdened using a dual task paradigm.
Introducing a secondary task is an effective way to experimentally assess
whether a process depends on general purpose cognitive resources (e.g., see
De Neys, 2006a; De Neys & Schaeken, 2007; De Neys, Schaeken, &
d’Ydewalle, 2005; De Neys & Verschueren, 2006; Miyake, Friedman,
Rettinger, Shah, & Hegarty, 2001; Sloman, 1996). In this third experiment
focus will be on the classical natural frequency format—see (3)—which has
been show to elicit Bayesian facilitation most strongly and most reliably.
According to the Ecological Rationality Framework the correct Bayesian
answer is computed automatically by a specialised module when people are
presented with natural frequencies. It follows that performance should not
be hindered by a secondary task that burdens available general-purpose
executive resources. Nested Sets Theory posits that when information is
presented in a natural frequency format, the limited-capacity analytical
system will kick in and recruit general-purpose executive resources to
compute the correct answer. If the cognitive burden imposed by the
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secondary task leaves insufficient capacity to correctly perform the task,
performance should drop under dual task conditions.

EXPERIMENT 1

Method

Participants. A total of 363 first-year psychology students from the
University of Leuven, Belgium, participated in exchange for course credit.

Materials and design. The design was a 2 6 2 6 2 factorial design, in
which three features of the question format were independently manipulated.
The factors were (1) Frequency (information was presented as frequencies or as
probabilities), (2) Absoluteness (information was presented either in an
absolute, non-normalised manner, or relative to the superordinate set, i.e.,
normalised manner) and (3) Total Sample (the total sample size was either
explicitly given or not). Participants were randomly assigned to one of these
eight conditions.

Each participant was asked to solve two Bayesian reasoning problems.
The first was an adapted version of the breast cancer problem (Eddy, 1982),
the second, the lung disease problem, was an equivalent medical diagnosis
problem of the same format. First, some background information about the
reasoning problem was provided. For the mammography problem the
background information was the following:

Try to solve the following reasoning problem. Mammography is a screening
method that allows us to detect very small lumps in breasts. This method is used
to help diagnose breast cancer early. A positive mammography means that a
lump was found. A negative mammography means no lump was detected.

Then the reasoning problem was presented in one of the eight formats.
For instance, the format with absolute (i.e., non-normalised) probabilities
went as follows (see the supplementary materials for a complete overview of
all presented formats of the two problems):

The study contains data from a large number of women. 99% of the women
did not have breast cancer and 1% had breast cancer. Of the women without
breast cancer, 10% have a positive mammography and 90% had a negative
mammography. Of the women with breast cancer, 80% had a positive
mammography and 20% had a negative mammography. What is the
probability of breast cancer, if a woman has a positive mammogram?

Procedure. Students were tested in groups of 20 to 30 participants. Each
participant was asked to solve two reasoning problems of the same question
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format. We used the Cognitive Reflection Test (CRT; Frederick, 2005) as a
proxy to measure individual differences in general executive cognitive
capacity. The CRT is a three-question cognitive ability test which measures
the ‘‘ability or disposition to resist reporting the response that first comes to
mind’’ (Frederick, 2005), or the tendency for ‘‘miserly processing’’ (Toplak,
West, & Stanovich, 2011). The CRT is a potent predictor of a wide range of
intelligence and executive function tests, as well as performance on a variety
of reasoning tasks (Toplak et al., 2011). The test shows remarkably good
correlations with classic cognitive abilities tests (e.g., r ¼ .43 with the
Wonderlic Personnel Test and r ¼ .46 with the ACT).

The following is an example of a CRT item:

In a lake, there is a patch of lily pads. Every day, the patch doubles in size.
If it takes 48 days for the patch to cover the entire lake, how long would it take
for the patch to cover half of the lake? _____ days.

For all three questions, the correct solution requires the inhibition of
impulsive erroneous answers. It is this response override requirement that
heavily taxes general executive resources (Frederick, 2005).

The reasoning problems and the CRT were solved in a booklet (see
supplementary materials). Participants went sequentially through the
booklet and were not allowed to go back to a previous problem.

Results and discussion

Participants who had not answered the two problems or had not filled out
the CRT were excluded from analysis (N ¼ 22). The analyses were
conducted on the data of the 341 remaining participants. Answers were
regarded correct if the deviation from the correct answer was under 1%. The
mean number of correct responses across the two problems was taken as the
reasoning performance index and dependent variable.

A first set of analyses was aimed at verifying that effects classically found
with these question formats were present in the data. The effect of the
Frequency, Absoluteness, and Total Sample manipulations on performance
was assessed by means ofAQ3 w2 tests for independence. Both the Frequency
manipulation (17% vs 47% correct answers), w2(2) ¼ 52.6, p 5 .001, and the
Absoluteness manipulation (21% vs 43% correct answers), w2(2) ¼ 22,
p 5 .001, resulted in a significant increase of correct responses (see Figure 2).
Information regarding the total sample was not associated with a significant
increase in performance (35% vs 30% correct answers), w2(2) ¼ 2.2, p ¼ .338.
These results are shown in Table 1. Taken together, these findings imply that
expressing the information in a frequency format is not a necessary condition
for Bayesian facilitation, but it is a sufficient condition. This result is
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congruent with the studies by Yamagishi (2003) and Neace et al. (2008),
which showed that although a clarified set structure was enough to improve
performance, frequency format had an added facilitating effect.

Our central question concerned the association between cognitive capacity,
as measured by CRT, and the reasoning performance index. Nested Sets
Theory predicts that such an association will be present, and that it will be
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TABLE 1
Proportion of correct answers and number of participants in each condition in

Experiment 1

Condition Proportion correct Standard error N

Total Sample Probabilities Relative 0% 0% 42
Absolute 33% 7% 44

Frequencies Relative 43% 7% 41
Absolute 42% 7% 44

No Total Sample Probabilities Relative 4% 3% 43
Absolute 31% 7% 43

Frequencies Relative 40% 6% 43
Absolute 66% 7% 41

Figure 2. Effect of Frequency and Absoluteness on reasoning performance in Experiment 1.

Error bars denote + 1 standard error of the mean.
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stronger in conditions where Bayesian facilitation is observed. By contrast,
the Ecological Rationality Framework does not predict that cognitive
capacity is associated with the performance. Correlation analyses revealed a
significant association (Spearman’s rho ¼ 0.254, p 5 .001) between partici-
pants’ CRT scores and Bayesian reasoning performance. This relationship
between reasoning performance and our general cognitive capacity measure
argues in favour of a general-purpose reasoning mechanism that is recruited in
Bayesian reasoning, and against an independently evolved module that
automatically operates on frequency information. Interestingly, this associa-
tion was systematically stronger in conditions that elicited more Bayesian
facilitation (see Table 2). In the natural frequency condition (absolute
frequencies) and the standard probability condition (relative probabilities) the
association between general cognitive ability and Bayesian reasoning
performance was respectively the strongest (Spearman’s rho ¼ 0.48,
p 5 .001) and the weakest (Spearman’s rho ¼ 0.17, p ¼ .13). The more
pronounced link between reasoning performance and CRT scores in
conditions that elicit Bayesian facilitation supports a Nested Sets Theory
view whereby facilitatory formats allow for cognitive resources to be recruited.

EXPERIMENT 2

Method

Participants. A total of 214 secondary school students (age range 12–19
years) participated on a voluntary basis. Participants were divided into three
age groups; young (grade 7/8, mean age 13.3 years), middle (grade 9/10;
mean age 15.2 years), and late adolescents (grade 11/12, mean age 17.2
years). Such partition is common in developmental research (see for example
Choi, Lotto, Lewis, Hoover, & Stelmachowicz, 2008; Moor et al., 2012; van
den Bos, Westenberg, van Dijk, & Crone, 2010).

Materials and design. The same Bayesian reasoning problems as in
Experiment 1 were used (see supplementary materials). A 2 6 2 6 3 factorial
design was employed. The factors Frequency and Absoluteness were
manipulated in the same manner as in Experiment 1. Since it was not found

515

520

525

530

535

540

545

550

555

TABLE 2
Correlation between CRT score and performance in Experiment 1

Condition Proportion Correct Standard Error Spearman’s Rho p-value

Probabilities Relative 2% 1% 0.17 0.13
Absolute 32% 5% 0.23 5 0.05

Frequencies Relative 41% 5% 0.37 5 0.005
Absolute 54% 5% 0.48 5 0.001
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to affect performance in Experiment 1, the factor Total Sample was no longer
manipulated in Experiment 2; total sample size was not presented in any of the
question formats. Participants were randomly assigned to one of these four
remaining conditions. The third factor in the design was age group (see above).

Procedure. Participants were tested in large groups of 56 to 92 students,
and were seated two seats apart so as not to be able to read each other’s
responses. Booklets with the two reasoning problems were filled in.
Participants went sequentially through the booklet and were not allowed
to go back to a previous problem.

Results and discussion

Participants who had not answered the two problems were excluded from
analysis (N ¼ 24). Analyses were conducted on the remaining 190
participants. As in the previous experiment, an answer was deemed correct
if it did not deviate from the correct answer more than 1%. The average
number of correct answers across the two problems was again used as the
measure of reasoning performance and as the dependent variable. The
influence of question format was assessed by means of w2 tests for
independence as in the first experiment. As before, this was to ensure
previous findings could be replicated. Non-parametric correlation analyses
were performed to look at the relation between age category and
performance, our central question.

Overall, participants performed better when information was presented
in frequencies (28% vs 47% correct answers); w2(2) ¼ 12.4, p 5 .01, and
when the set structure was made explicit (22% vs. 52% correct answers,
w2(2) ¼ 29.2, p 5 .001). These results, illustrated in Table 3 and Figure 3,
replicate the main effects for Frequency and Absoluteness observed in
Experiment 1. As can be seen from Figure 4, these trends were present in
each age category. Across age groups there is an overall increase in correct
responses when the information is presented in absolute format compared to
relative format. Similarly, there seems to be facilitation in the frequency
conditions compared to the probability conditions.
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TABLE 3
Proportion of correct answers and number of participants per condition in Experiment 2

Condition Proportion correct Standard error N

Probabilities Relative 12% 3% 50
Absolute 45% 5% 47

Frequencies Relative 42% 3% 42
Absolute 59% 6% 51
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The central question in this experiment was whether age is related to
performance in Bayesian word problems. An automatically operating
frequency module should not be hindered by the more limited cognitive
capacity resources in younger age groups, whereas the efficiency of the
analytic system should benefit from the increased executive cognitive
capacity in the older age groups. Consistent with the predictions of Nested
Sets Theory, age category was correlated with performance (Spearman’s
rho ¼ 0.24, p 5 .01).

More specifically, when this correlation analysis was done separately for
problems that presented absolute (non-normalised) and relative numbers,
the correlation was much stronger in cases where the set structure of the
problem was emphasised (i.e., absolute number condition, Spearman’s
rho ¼ 0.34, p 5 .001), whereas it did not reach significance when this
structure was obscured (i.e., relative numbers, Spearman’s rho ¼ 0.14,
p ¼ .174). This differential pattern was less clear for the frequency factor,
however (i.e., frequency condition, Spearman’s rho ¼ 0.26, p 5 .05;
probability condition, Spearman’s rho ¼ 0.24, p 5 .05). Nevertheless the
observed format-related trend difference is of particular importance in this
experiment because participants in different age groups differ in more
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Figure 3. Overall effect of Frequency and Absoluteness on reasoning performance in

Experiment 2. Error bars denote + 1 standard error of the mean.
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respects than merely their cognitive capacity. A non-specific relation
between performance and age group could easily be ascribed to, for
example, experience-related improvements in solving maths problems or
general educational confounds. By contrast, such an interpretation
could not explain why performance would remain poor in problems that
obscure the set structure, and improve with age in problems that clarify set
structure.

EXPERIMENT 3

Method

Participants. Participants were 179 first-year psychology students, who
took part in the experiment in exchange for course credit.

Materials and design. Participants solved reasoning problems in the
natural frequency format, which was shown to facilitate Bayesian reasoning
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Figure 4. Effects of Frequency and Absoluteness in each age category. Error bars denote +
standard error of the mean.
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the most in the previous experiments. The availability of executive resources
was experimentally manipulated in a dual task paradigm. A secondary task
was introduced to reduce available cognitive resources. The factor Load
distinguished between the dual task condition and the control condition. In
the Load condition, participants were presented with a complex dot pattern
(i.e., a ‘‘three-piece’’ pattern based on Bethell-Fox & Shepard, 1988, and the
work of Verschueren, Schaeken, & d’Ydewalle, 2004; see Figure 5) which
they were instructed to keep in mind while solving the reasoning problems.
Storage of these complex dot patterns has been shown to efficiently tap
executive cognitive resources (e.g., De Neys 2006a; Miyake et al., 2001). No
pattern was presented in the No Load condition. Participants were
randomly assigned to one of the two conditions. All participants were
also presented with the CRT to assess individual differences in executive
capacity that might affect the impact of the load task.

Procedure. Participants were tested in groups of 19 to 32. As in the
previous experiments two problems of the same format were presented, after
which the CRT was completed. Problems were presented on a PC, using E-
prime software.
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Figure 5. Sample dot pattern. Participants in the Load condition were presented with such a

pattern for 850 ms and kept this pattern in mind while solving the subsequently presented

reasoning problem.
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The same reasoning problems as in the previous experiments were used.
First, background information was presented. Participants read this at their
own pace and pressed the enter key to move on to the next screen. Second, a
dot pattern was presented for 850 ms, after which the reasoning problem
was presented. When participants had entered an answer, a grid in which
they could reproduce the dot pattern appeared. This was repeated for the
second problem. The procedure in the No Load condition was identical,
except no dot pattern was presented or reproduced. Participants were asked
to follow the instructions on the screen, solve the reasoning problems and, if
applicable, reproduce the dot pattern as indicated by the program. They
were instructed to solve the three CRT problems when the computer-based
part of the experiment was over.

Results and discussion

Data from participants who had not completed both problems or did not fill
out the CRT (N ¼ 8) were excluded from analysis.

In order for the load manipulation to be effective, the participants must
make an effort to maintain the dot pattern in working memory and
reproduce it correctly (De Neys, 2006b). To ensure this, a performance
criterion was set to the pattern reproduction. On average, 3.35 of the 4 dots
in the pattern were correctly reproduced. Participants who performed worse
than 2 standard deviations below the mean (fewer than two dots correctly
reproduced) were assumed not to be performing the task and were excluded
from analysis (N ¼ 7). The data of the remaining 164 participants were
analysed.

As we used the same secondary task for each participant, the task is likely
to have a different impact on participants with different cognitive capacities.
The cognitive burden can be expected to be relatively high for low-capacity
participants, and relatively low for high-capacity participants. We therefore
performed a median split on our measure of cognitive capacity, the CRT
score, and looked at the effects of Load in each group separately.

The impact of question format was assessed separately for the Low
Capacity (CRT score lower than 2) and the High Capacity (CRT score of 2
or higher) groups by means of w2 tests for independence, using the same
dependent variable as in the two previous experiments: the mean number of
correct answers across the two problems. Participants with a lower cognitive
capacity performed significantly worse than participants with a higher
capacity (56% vs 83%, w2(2) ¼ 22.22, p 5 0.001), replicating the results of
Experiment 1. As Figure 6 shows, the dual task affected performance
differently in the two groups. In the Low Capacity group performance was
significantly worse in the Load condition than in the No Load condition
(44% vs 62%), w2(2) ¼ 6.37, p 5 .05, whereas the High Capacity group did

730

735

740

745

750

755

760

765

770

18 LESAGE, NAVARRETTE, DE NEYS



not show this performance decrease (81% vs. 84%), w2(2) ¼ 0.62, p 4 .50.
Hence, in line with predictions of the Nested Sets framework, findings
demonstrate that the processing of natural frequency formats depends on
available general cognitive resources. These findings contradict the idea that
natural frequencies are automatically processed by an isolated module that
functions independently from general-purpose cognitive capacity.

GENERAL DISCUSSION

The tendency for people to ignore the base-rate in Bayesian reasoning
problems has been extensively documented (Gigerenzer & Hoffrage, 1995;
Tversky & Kahneman, 1982). However, relatively minor adjustments to the
traditional question format, expressing the information as natural
frequencies, result in a dramatic improvement in reasoning performance
(Cosmides & Tooby, 1996; Gigerenzer & Hoffrage, 1995). Two influential
theoretical frameworks have attempted to explain this Bayesian facilitation
phenomenon. The first, the Ecological Rationality Framework (Cosmides &
Tooby, 1996), argues that humans have evolved a module that auto-
matically processes natural frequencies (Cosmides & Tooby, 2008). This
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Figure 6. Effects of Capacity and Load on the mean number of correct answers in Experiment 3.

GENERAL COGNITIVE RESOURCES 19



module is said to function independently from general-purpose cognitive
processes. The rival theory, Nested Sets Theory (Barbey & Sloman, 2007),
posits that a clearer formulation of the information clarifies the nested set
structure of the problem. This clear representation will trigger analytic
processes, which recruit limited, general-purpose executive resources to
calculate the correct answer.

The two explanatory frameworks make opposite predictions regarding
the role of general cognitive capacity. The Ecological Rationality Frame-
work predicts performance to be independent from general cognitive
resources, specifically when the proposed frequency algorithm receives the
correct input, namely natural frequencies. Nested Sets Theory on the other
hand, predicts a positive association between cognitive resources and
reasoning performance, specifically in conditions that promote Bayesian
facilitation, because then the analytical system is recruited (De Neys, 2007).

Here we have tackled this key differential prediction in three experiments.
The first experiment looked at the correlation between a measure of general
cognitive capacity and performance in different question formats, which
each elicit a different degree of Bayesian facilitation. It was found that this
correlation was systematically stronger in conditions where performance on
the reasoning task was better. The relation between executive resources and
performance tended to be stronger for the conditions which facilitated
reasoning. This is inconsistent with the natural frequentist claim that an
encapsulated module automatically processes frequencies, as the effective-
ness of this module would not be related to individual differences in
cognitive capacity. If anything, an Ecological Rationality interpretation
would be consistent with a stronger performance-capacity correlation in the
standard probability format. A very high-capacity minority might be able to
calculate the correct answer in the ‘‘unnatural’’, difficult conditions without
the automatic frequency algorithm, whereas under natural frequency
conditions, when this algorithm receives the correct input, it should work
equally well for high-capacity and low-capacity individuals alike. Our results
do however conform to the predictions of Nested Sets Theory. In conditions
that elicit the best performance overall—the conditions in which the limited-
capacity analytic system is recruited—performance is more strongly related to
cognitive capacity than in the condition which elicits the worst performance.

The second experiment looked at the cognitive capacity–reasoning
relationship from a developmental angle, studying three groups of
adolescents in a cross-sectional design. We observed that reasoning
performance was positively correlated with age group. Interestingly, this
age trend was clearest when the information in the reasoning problem was
presented in a format that clarified the set structure. By contrast, when the
hit rate and false-alarm rate were normalised, older participants did not
reason better than younger participants. This pattern of results fits well with
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Nested Sets Theory, as one would expect a stronger age-performance
relation under conditions where a clarified set structure triggers the
capacity-dependent analytical system. Note that in line with these
developmental findings with adolescents, Zhu and Gigerenzer (2006) also
found an age-related increase in Bayesian reasoning performance in a
sample of elementary school children when problems were presented in a
format that facilitates reasoning. This underscores the point that although
Bayesian facilitation might be observed at fairly young ages, the extent of
this facilitation may show changes over the course of development.

In Experiment 3 available executive capacity was experimentally
manipulated in a dual task paradigm. Participants retained a dot
configuration in short-term memory while solving the reasoning problems
in the natural frequency format, which had been shown to elicit Bayesian
facilitation most reliably in the literature (Cosmides & Tooby, 1996;
Gigerenzer & Hoffrage, 1995) and in our previous experiments. According
to the Ecological Rationality Framework, an experimental reduction of
executive resources would have no effect under natural frequency condi-
tions. When presented with the correct input, the frequency algorithm
automatically outputs the correct answer. According to a modular view of
the mind, the secondary task would be executed by separate, independent
algorithms (Cosmides & Tooby, 1994b). By contrast, Nested Sets Theory
predicts that the non-normalised natural frequency format will trigger the
analytic system. Since the efficiency of the analytic system is related to
individual differences in executive capacity, imposing a cognitive load will
leave insufficient resources in relatively low-capacity individuals to complete
the reasoning task successfully. Thus Nested Sets Theory predicts a drop in
reasoning performance under dual task load, especially for low-capacity
individuals. Consistent with the Nested Sets view, results did indeed show
that performance in the lower-capacity group suffered from the cognitive
burden in the dual-task condition, whereas reasoning performance in
higher-capacity participants was not affected.

One might note that the finding that higher-capacity participants did not
suffer from the dual task load suggests that Bayesian reasoning with natural
frequency formats is quite effortless for these participants. Therefore a
strong proponent of the Ecological Rationality Framework could be
tempted to argue that at least for high-capacity participants, one can still
postulate the existence of an automatically operating natural frequency
module. However, it should be clear that the idea that the efficiency of a
module depends on the available general-purpose cognitive resources,
undermines the very core of the strict modularity concept. Moreover one
has to keep in mind that the present study was run with a population of
university students. This implies that the present ‘‘lower-capacity’’
participants will still be among the more gifted individuals in the population
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at large. Hence, even if an Ecological Rationality theorist were willing to
make the capacity-dependent-module assumption, it would only explain
Bayesian facilitation in a very small, gifted subgroup of the general
population.

It is worth noting that the CRT used here to probe cognitive ability is a
test which captures intelligence and executive functioning, but also
motivational elements and thinking style (Stanovich & West, 2008; Toplak
et al., 2011). When discussing cognitive ability in the context of the present
experiments, this may then relate to individual differences in these thinking
dispositions as well as cognitive ability in the strict sense.

With respect to the theoretical implications of our findings it is important
to reiterate that we focused on the strict modular view proposed by
Cosmides and Tooby (1996, 2008) that specifies that modules operate
automatically. In general, it can be noted that evolutionary psychologists
have weakened the strict automaticity claim. That is, is has been argued that
not all modules necessarily operate automatically, and that the efficacy of
some modules can depend on general cognitive resources (Barrett et al.,
2006; Barrett & Kurzban, 2006). Clearly, under such weakened modularity
claims, the present findings do not directly argue against a frequency module
per se. However, we do believe that such a weak modularity view loses much
of its a priori appeal. In our view the strength of the module idea is that it
facilitates performance by freeing up central processing resources. The
present findings indicate that, in sharp contrast with this basic idea, the
frequency format actually cues people to start allocating more central
processing resources to the problem at hand. Although it might not be
completely impossible to integrate this central processing recruitment with a
weak modular account, the findings are directly predicted by the Nested Set
account.

For completeness, we would like to stress that we have no issue with the
idea of strict modularity per se. Indeed, note that by adopting a related
experimental approach our group found clear evidence for Cosmides and
Tooby’s postulation of an automatically operating module in the context of
social exchange reasoning (AQ4 Van Lier, Revlin, De Neys, 2012; see also

AQ5 Bonnefon, Hopfensitz, & De Neys, 2012, for evidence with respect to the
strict modular nature of trustworthiness detection). Our point is therefore
not that modules cannot operate automatically but rather that the
characteristics of postulated modular process need to be verified experi-
mentally. We believe it makes perfect sense for some modular processes to
operate completely automatically. Our point here is that frequency
computations are not among these.

The present results also have practical implications for a wide range of
real-life contexts. Every day, life-and-death decisions are made on the basis
of conditional probabilities, in context as diverse as the court room, the
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doctor’s office, and the war room. With this in mind, the goal is to determine
how information can be presented in such a way that people are capable of
making truly informed decisions. Efforts have been made to apply findings
from the Bayesian reasoning literature. Presenting natural frequencies
instead of single-event probabilities has been shown to improve reasoning in
a medical decision making context, for example (e.g., Carling et al., 2009;
Hoffrage, Lindsey, Hertwig, & Gigerenzer, 2000). From our data, however,
it appears not everybody will benefit equally from a reformulation that
facilitates reasoning. Specifically, groups with a lower cognitive capacity
may not benefit as much from facilitating manipulations. Considering the
important real-life situations in which base-rate neglect plays a role, this is
not a trivial issue. Other studies have provided indirect evidence that
manipulations aimed at facilitating Bayesian reasoning are more effective in
groups with larger average executive capacity. Chapman and Liu (2009)
found that natural frequency manipulations are more beneficial for people
that are high in numeracy, a construct that partly, though not entirely,
overlaps with general cognitive ability. These findings lend credence to the
present observations and further question the claim that natural frequencies
are processed automatically. From an applied point of view, one might note
that rather than assuming an optimal effect when natural frequencies are
used, based on near-perfect performance in a population of high-
functioning young adults (Cosmides & Tooby, 1996), additional facilitating
measures, such as the use of diagrams (Yamagishi, 2003) can be considered
to help decision-making in real-life contexts in the general population
(Garcia-Retamero & Galesic, 2010).

In sum, in the present paper we put to the test a crucial property of
theories of cognition as proposed by Cosmides and Tooby (1996, 2008),
namely the independence of specialised frequency algorithms from general-
purpose cognitive processes. In each of our experiments, available general-
purpose cognitive resources were consistently found to be related to
performance in Bayesian reasoning problems. Taken together, the findings
lend credence to Nested Sets Theory and contradict the popular claim that
natural frequencies are automatically processed by an isolated module that
functions independently from general-purpose cognitive capacity.
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